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a b s t r a c t

Computational fluid dynamics (CFD) tools are increasingly employed for quantifying incident conse-
quences in quantitative risk analysis (QRA) calculations in the process industry. However, these tools
must be validated against representative experimental data, involving combined release and ignition
scenarios, in order to have a real predictive capability. Forschungszentrum Karlsruhe (FZK) has recently
carried out experiments involving vertically upwards hydrogen releases with different release rates and
velocities impinging on a plate in two different geometrical configurations. The dispersed cloud was
subsequently ignited and resulting explosion overpressures recorded. Blind CFD simulations were car-
ried out prior to the experiments to predict the results. The simulated gas concentrations are found to
correlate reasonably well with observations. The overpressures subsequent to ignition obtained in the
ispersion
xplosion
isk analysis

blind predictions could not be compared directly as the ignition points chosen in the experiments were
somewhat different from those used in the blind simulations, but the pressure levels were similar. Sim-
ulations carried out subsequently with the same ignition position as those in the experiments compared
reasonably well with the observations. This agreement points to the ability of the CFD tool FLACS to
model such complex scenarios even with hydrogen as a fuel. Nevertheless, the experimental set-up can
be considered to be small-scale. Future large-scale data of this type will be valuable to confirm ability to

nt sc
predict large-scale accide

. Introduction

Computational fluid dynamics (CFD) calculations are being used
ore and more to perform quantitative risk assessments in recent

ears, especially in the oil and gas industry. These tools provide
he possibility to directly model the physics of phenomena that
re relevant to process safety such as gas dispersion and explosion.
ased on predicted consequences of a range of potential accident
cenarios a risk level is estimated. However, we need to be care-
ul before applying a CFD tool to carry out such risk assessments.
he tool needs to be well validated against a range of relevant
xperiments in order to have real predictive capability (with stud-
es on variations of various important parameters that may affect

xplosion loads and hence risk). Nonetheless, when CFD conse-
uence prediction tools are validated, there is a significant focus on
asic situations, like free jet releases for dispersion, or pre-mixed
omogeneous gas mixtures for explosions. It must be pointed out
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enarios.
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that the typical accident scenario is usually more complicated,
possibly involving time varying releases impinging on equipment,
with delayed ignition of a non-homogenous and possibly turbulent
mixture. When aiming for increased precision in risk assessment
methods there is a need to validate consequence tools for this added
complexity. For post-accident simulations, it is obvious that there
is a need to reproduce the complex physics of the accident scenario,
and validation of tools for the combined release and ignition scenar-
ios is important. For the modelling of such a situation, validation or
verification against idealized scenarios is far from sufficient. A very
important cause of this gap in “real” validation of CFD tools is that it
is challenging to perform good experiments with such a complexity.
Good experimental data involving scenarios reminiscent of those
seen in real situations are few and far between, especially at large
scales. Even for hydrocarbons, there are only a very few such exper-
iments available, the most notable being the Phase3B experiments
carried out at Spadeadam test site in north-west England.
Over the past few years, the focus on carrying out safety studies
for hydrogen applications has increased. This is primarily due to the
fact that the possibility of using hydrogen as an energy carrier has
increasingly caught interest of both public and government policy
makers in recent times. There has also been increasing attention

http://www.sciencedirect.com/science/journal/03043894
http://www.elsevier.com/locate/jhazmat
mailto:prankul@gexcon.com
dx.doi.org/10.1016/j.jhazmat.2010.02.061
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rom the nuclear industry. Further, the hazards of hydrogen are
ell known and it is important to demonstrate that the expected

arge-scale use of hydrogen in the future does not increase the risk
o society. The use of CFD for this purpose has also become more
requent. However, the CFD tool needs to be well validated against
elevant experiments. With these considerations, a strong effort
as been made in the past few years to learn more about hydro-
en explosions and improve FLACS in that area. We have carried
ut dedicated research projects involving varied small-scale exper-
ments, combined with simulations and model improvements in
rder to improve the validation database for hydrogen safety pre-
ictions [1]. Simulations of many large-scale experiments from
arious external sources have also been carried out. This includes
xplosion simulations for Sandia FLAME facility [1], Fh-ICT 20 m
emispherical balloon [2], SRI confined tube [3], Fh-ICT lane exper-

ments [4], McGill detonation tubes [5], and more. Dispersion
imulations have been carried out to validate predictive capabilities
or sonic jets [6] (e.g. HSL tests, INERIS experiments, and FZK tests)
nd subsonic jets (INERIS garage experiments [7], Swain exper-
ments [6], GexCon low momentum release experiments [8]). A
ummary of the validation efforts for FLACS simulations for hydro-
en deflagrations has recently been published [9].

However, none of the experiments used for validation involved
imultaneous dispersion and ignition. For this reason, experiments
arried out by Forschungszentrum Karlsruhe (FZK) as a part of
he internal project InsHyde of the EU-sponsored Network of
xcellence (NoE) HySafe (http://www.hysafe.org) were adopted for
alidation in the present work. These experiments have supported
he development of approaches for quantitative risk analysis (QRA)
tudies for hydrogen applications [10]. This is because this type of
xperiments provides a possibility to validate important assump-
ions used in probabilistic quantitative risk assessments, which are
ecessary to limit number of scenarios studied (e.g. equivalent sto-

chiometric cloud size methods). Such calculations are performed
nd are presented in the following sections.

Nevertheless, the experimental set-up can be considered to be
mall-scale and consequences can be expected to be less severe
han many accidents and real-life situations. Future large-scale data
f this type will be valuable to confirm ability to predict large-scale
ccident scenarios.

. Brief description of experiments
This study involved vertically upwards hydrogen releases (upto
0 g hydrogen released through one of three different nozzles with
elease time of 0.1–100 s) impinging on a horizontal plate or hood
plate with side walls). After a time delay, the dispersed cloud
as ignited and pressures recorded. The experiment is a hydrogen

Fig. 2. Configurations investigated in the experiments: (left) configuration 1 (h
Fig. 1. A photograph of the experimental set-up.

release scenario with subsequent ignition in an almost open geom-
etry. Two different geometrical configurations were considered in
the experiments:

1. Square horizontal plate (dimension 1.0 m) at a distance of 1.50 m
above the release nozzle.

2. Same set-up as configuration 1 but with four additional vertical
sidewalls of 0.50 m height, forming a downward open hood with
a volume of 500 L above the release nozzle.

A photograph of the experimental set-up for the plate only
geometry is shown in Fig. 1. A schematic view of the two configu-
rations is presented in Fig. 2.

Nine hydrogen release scenarios were investigated in the exper-
iments, covering three different diameters of the circular release
nozzle (100, 21, and 4 mm) with three different constant hydrogen
release rates each. These scenarios are summarized in Table 1, along
with the corresponding exit velocities and the total release time. It
should be pointed out that the total hydrogen inventory was fixed
at 10 g in all cases.

Hydrogen concentrations between the nozzle and plate were
determined by collecting gas samples in eight cylinders. Since a

stable plume needs some time to establish above the release, mea-
surements were performed at times close to the end of the duration
of the hydrogen release. The hydrogen content of the sample taking
cylinders was determined using a gas analysis system (Fisher-
Rosemount, Series MLT) with a measuring range from 0 to 100 vol.%

orizontal plate), (right): configuration 2 (horizontal plate with sidewalls).

http://www.hysafe.org/
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Table 1
Release scenarios investigated in the experiments.

Experimental
series

Nozzle
diameter [mm]

Exit
velocity
[m/s]

Mass flow
[g/s]

Release duration
for 10 g H2

inventory [s]

A 100 0.2 0.14 71.3
B 100 1 0.7 14.3
C 100 5 3.5 2.85

D 21 5 0.15 64.7
E 21 100 3 3.23
F 21 200 6 1.62
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The porosity concept models the blockage, drag formulation, sub-
G 4 100 0.14 70
H 4 200 0.29 35
I 4 400 0.57 17.5

2 and 0–100 vol.% O2. The concentration measurements were also
sed to determine appropriate positions for the ignition source in
he subsequent combustion experiments.

The released hydrogen was ignited using a high frequency spark
t two different ignition positions (0.8 and 1.2 m above the release
ozzle). Combustion overpressure measurements were performed
sing ten piezoelectric pressure gauges (PCB, Models 112A21,
13A21 and 113A31). Eight of these sensors were fixed to a bar

n a distance of 20 cm to each other (starting at 0.25 m above the
elease). The two remaining pressure transducers were installed to
he same bar at locations in between these positions. The whole bar
as then installed vertically at a distance of 0.4 m to the axis of the
ydrogen release. More details of the experiments can be found in
eference [11].

. Simulation details

In the weeks prior to the planned experiments, we performed
everal blind CFD simulations to predict the outcome of the pro-
osed experiments, and if possible, to help the planning. After the
xperiments were reported, the quality of the blind predictions
as evaluated. The gas concentrations of the impinging jets were

enerally well predicted, both along and across the jet. The explo-
ion experiments were performed with a slightly different ignition
osition than the blind predictions, but still the predicted pressure

evel was representative of the observations. Simulations with the
xact ignition positions of the experiments were performed after
he tests, and confirmed the ability of the CFD tool FLACS to predict
he pressures from ignition of non-homogeneous hydrogen clouds.

All the simulations have been carried out using the CFD
ool FLACS. FLACS is a CFD tool that solves the compressible
avier–Stokes equations on a 3-D Cartesian grid. The tool is used
xtensively for simulating problems relevant to process safety. It
as specifically been designed for modelling the consequences of
flammable gas release in a semi-confined region. The software

onsists of a pre-processing module (CASD) that is used to build
D models for complex geometries and define the simulation grid
nd scenario parameters. Due to the use of a distributed poros-
ty concept, FLACS can therefore be used to simulate most kinds
f complicated geometries using a Cartesian grid (see below). A
ood description of geometry and the coupling of geometry to the
ow, turbulence, and flame is one of the key elements in the mod-
lling. The core simulator includes conservation equations for mass,
omentum, enthalpy, mass fraction of chemical species, turbulent

inetic energy, and dissipation rate of turbulent kinetic energy. The
IMPLE method for pressure correction is used [12]. FLACS uses a

tandard k–� model for turbulence with some modifications includ-
ng a model for generation of turbulence behind sub-grid objects
nd turbulent wall functions [13]. The post-processing module
lowvis can be used to convert the calculation results (in terms
s Materials 179 (2010) 84–94

of several physical variables) into scalar-time curves, 2D contour
plots, 3D plots, or volume plots in a static/dynamic form as required.
Several explosion experiments used to develop and validate FLACS
have been published [14–16]. In addition, a number of validation
reports and more details about the software are available at Gex-
Con’s web pages [17,18].

FLACS contains a combustion model that assumes that the flame
in an explosion can be regarded as a collection of flamelets. One-
step reaction kinetics is assumed, with the laminar burning velocity
being a measure of the reactivity of a given mixture. A chemical
equilibrium model is used to estimate the composition of the com-
bustion products. These include H2O and CO2, but also increasing
amounts of H2, CO and OH for rich concentrations and high tem-
peratures. Heat is added due to combustion and the heat capacities
for different gases depend strongly on temperature. The model
consists of two parts: a three-step burning velocity model and a
flame model. To represent flame folding around sub-grid obsta-
cles, a flame folding model has also been implemented. The flame
model gives the flame a constant flame thickness (equal to 3–5
grid cells) and assures that the flame propagates into the reactant
with the specified velocity that is based on a series of parameters.
The flame is propagated based on the transport of “products” into
new cells and subsequently “burns” with a specified velocity as
indicated above. A number of correction models are made to com-
pensate for weaknesses due to flame thickness, e.g. flame folding
behind sub-grid objects which ensure good results for a range of
grid resolutions. The real flame area is properly described. For a
finite thickness of the reaction zone (3–5 grid cells), the flame area
needs to be corrected for curvature at these scales and smaller. All
flame wrinkling at scales less than the grid size must be represented
by sub-grid models (and this is important for flame interaction with
objects of the grid size or less).

The burning velocity model consists of the following three mod-
els: (a) a laminar burning velocity model that describes the laminar
burning velocity as a function of gas mixture, concentration, tem-
perature, pressure, oxygen concentration in air and amount of
inert diluents, (b) a model describing quasi-laminar combustion
in the first phases of flame propagation after ignition. Due to flame
instabilities, the observed burning velocity increases as the flame
propagates away from ignition (due to flame wrinkling). All flame
wrinkling at scales less than the grid size is represented by sub-
grid models, which is important for flame interaction with objects
smaller than the grid size, and (c) a model that describes turbulent
burning velocity as a function of turbulence parameters (intensity
and length scale). The model is based on a broad range of experi-
mental data reported in Abdel Gayed et al. [19]. Bray [20] found that
the data from reference [19] could be represented in a reasonable
manner by the following empirical expression:

ST

SL
= 0.875K−0.392 u′

SL

where, K is the Karlovitz stretch factor, ST is the turbulent burn-
ing velocity, and SL is the laminar burning velocity. Corrections for
Lewis number are also implemented.

The FLACS code uses a “distributed porosity concept” which
enables the detailed representation of complex geometries using
a relatively course Cartesian grid. Large objects and walls are rep-
resented on grid, and smaller objects are represented sub-grid. This
enables geometrical details to be characterized while maintaining
reasonable simulation times. This approach represents geometrical
details as porosities (opposite of blockage) for each control volume.
grid turbulence generation and flame folding coefficients to obtain
good simulation results despite coarse grid resolutions. Sub-grid
objects contribute to flow resistance, turbulence generation and
flame folding in the simulation as it is important to model the tur-
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ometry in FLACS. The grid applied is also presented.
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Table 3
Summary of all calculations (blind and post) described in this article.

Nozzle
diameter

Geometry Release
rate (g/s)

Blind
calculations

Post-
calculations

100 Plate 0.14
√ √

0.7
√ √

3.5
√

Hood 0.14
√ √

0.7
√ √

3.5
√

21 Plate 0.15
√ √

3
√

6
√

Hood 0.15
√ √

3
√

6
√

100 Plate 0.14
√

0.7
√ √

3.5
√ √

Hood 0.14
√

0.7
√ √

3.5
√ √

21 Plate 0.15
√

3
√ √

6
√ √
Fig. 3. Representation of the experimental ge

ulence correctly for partly porous and “sub-grid” objects to obtain
ood results. In case of small objects, the flow kinetic energy lost
ue to drag is compensated as a source term for turbulent energy.
he geometry representation has been optimized so that the depen-
ency on grid size, shape, and translation is as low as possible. More
etails are given in [12,13].

All the scenarios described in the experimental set-up were
imulated. The experimental geometry for the two different con-
gurations as represented in FLACS is presented in Fig. 3. The
omputational grid used in the simulations for the dispersion cal-
ulations is also shown in the same figure for the case of a single
late for the 100 mm nozzle. Please note that similar grid resolu-
ion is used for the other geometries and scenarios with the same
ozzle size. The grid was made coarser away from the orifice and
he enclosing plates in order to improve computational efficiency.
owever, the grid was appropriately adjusted for the smaller noz-
les, as finer grid resolution is required in the vicinity of the orifice
o model the leaks properly. The explosion calculations are per-
ormed on a finer grid with 2.5 cm grid resolution in the interesting
egion. The refinement was necessary to comply with the grid
uidelines for explosions, which require a certain number of grid
ells across a gas cloud. The summary of the grid sizes is presented
elow in Table 2. A total of 30 measurement sensors were used in
he simulations. All of them were placed in the plane Y = 0, with 10
ach at X = 0, 0.2, and 0.4 m.

Simulation time on single CPUs vary from a couple of hours to
few days, depending on nozzle size, leak velocity and duration

f leak. The release scenarios with a small nozzle and long release
ime are the most time consuming. The simulations were carried
ut in quiescent conditions with passive boundary conditions (no
ind). For combustion simulations with real gas cloud, the dis-
ersion results were dumped and the simulations were restarted
ith the appropriate explosion grid (equidistant in all directions)

ollowing the grid guidelines of the CFD program. The explosion
alculations are performed on a finer grid with 2.5 cm grid res-
lution in the interesting region (see Table 2). The refinement
as necessary to comply with the grid guidelines for explosions,

hich require a certain minimum number of grid cells across a gas

loud.
Several dispersion simulations and explosion calculations were

arried out blind without any prior knowledge of experimental

able 2
ummary of the grid resolution for all dispersion and explosion calculations.

Nozzle size Normal grid resolution
in interesting region
(cm)

Grid resolution
near the leak

Total grid
cells

100 mm 5 5 cm 70,312
21 mm 5 2 cm 89,817
4 mm 5 0.5 cm 135,877
Explosion 2.5 N.A. 251,720
Hood 0.15
√

3
√ √

6
√ √

data. However, post-calculations were carried out for low momen-
tum releases where the grid resolution could be insufficient in the
blind calculations. Post-calculations were also carried out for sev-
eral explosion simulations where the ignition position used was
inconsistent with the experiments. A summary of all the calcula-
tions (blind and post) described in the current article is presented
in Table 3.

4. Results and discussion

This section presents selected results obtained during the exper-
iments and comparisons with relevant simulation results. The
results obtained in the dispersion study are presented first and
the pressure loads subsequent to ignition of dispersed clouds are
presented next. Detailed results of all the simulations that were
performed, compared with experiments are available in reference
[21].

4.1. Dispersion
The dispersion simulations showed that the sizes of the
flammable gas clouds for the plate only geometry are generally
insignificant. For the hood geometry, hydrogen gas was seen to
accumulate between the sidewalls. This may contribute to a consid-
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ig. 4. Comparison of experimental concentration profiles and FLACS predicted c
eometry).

rable overpressure upon ignition. Additional simulations carried
ut with the nozzle located 1.0 m below the plate revealed that the
ower release position (1.5 m) led to somewhat larger flammable
as clouds. Also, the 4 mm nozzle failed to generate significant
as clouds for all six cases. This is likely due to the fact that the
igh momentum release is very quickly mixed and hence diluted
o concentrations below the lower flammability limit (LFL).

In Fig. 4, concentration profiles from FLACS blind predictions
or all three release rates for the 100 and 21 mm nozzles for the
late geometry are compared with experimental results. It should
e noted that the release nozzle is located at a height of 0.5 m. A
etailed comparison of simulated vs. reported profiles from exper-

ments indicates that there is a reasonable correlation between
redictions and experiments for the tests with 100 mm nozzle but
ome deviation can still be seen. In general, the simulation results
or releases from the largest nozzle show an under-prediction near
he release nozzle, and an over-prediction away from the release
ozzle. The three 21 mm nozzle release experiments are seen to be
redicted with good precision for all three release rates.

The experiments also included releases from a 4 mm nozzle.
s small releases may lead to quite long simulation times, the
rid embedding guidelines were not followed strictly. Furthermore,
ery small flammable clouds were expected for these releases. The
eason for such insignificant clouds in this case was the small inven-
ory and high momentum that caused fast mixing and dilution
elow the LFL. As the resulting gas cloud sizes were indeed found
o be insignificant, these simulations were not rerun with a better
rid. These simulations are therefore excluded from the validation
ork described in the current article.

In Fig. 5, the lateral distribution of concentration is shown for
he experiments with release from the 100 and 21 mm nozzle and
ompared to blind predictions. The sampling time and location is
lso given. For the 100 mm nozzle (left figures), it was found that the
oncentration from the lowest release rate was somewhat underes-
imated. However, this may be a result of the grid resolution applied
ince the plume width is only 10–15 cm, and the grid resolution is
cm (no control volume in the middle of the release). For the inter-
ediate leak rate (0.7 g/s) a much better correlation is seen. For

he large leak rate the plume width is well predicted, but some
ver-prediction of concentration is observed.

The lowest release rate case was resimulated with a finer grid
three grid cells across the leak). No change in the plume width was
een while the centre-line concentration increased to 39–40% that

grees much better with the experimental value of 33–34%. Since
he plume width for the 0.7 g/s is only marginally larger (25–30 cm),
his case was also resimulated with the finer grid described above.
gain, no change in the plume width was seen while the centre-line
oncentration increased to 57–58% which is somewhat larger than
tration contours for releases from 100 mm (left) and 21 mm (right) nozzle (plate

the experimental value of 38%. However, the agreement with mea-
sured values offset from the centre-line is somewhat better. The
results of the post-calculations for the 100 mm nozzle are also pre-
sented in Fig. 5 along with the blind calculations. The results from
the post-calculations for the 100 mm nozzle are also included in the
vertical concentration profiles presented in Fig. 4. It can be seen that
the calculated concentrations in the post-simulations are generally
higher than the calculated values in the blind simulations. The con-
centration in the post-calculations are higher than the observed
values far away from the release while they agree better with the
observed values close to the release.

For the 21 mm nozzle (right figures), it can be seen that the
simulated lateral concentrations correspond well with the exper-
imental recordings for all three release rates. Both the maximum
concentration and plume width are predicted with good accuracy.
Nonetheless, the lowest release rate case was repeated with a finer
grid (three grid cells across the leak). However, the results were
virtually unchanged since in this case the original grid cell size
near the release (2 cm) is sufficient to resolve the plume width of
about 20 cm (the post-calculation results for the 0.15 g/s case are
also included in Fig. 5). In Fig. 6, a background oriented Schlieren
(BOS) picture with numerical measurements added (21 mm nozzle,
3 g/s) is shown and compared to a predicted concentration profile.
It can be seen that the measured concentrations and shape of plume
correspond well to the predictions.

The results from the second geometrical configuration are pre-
sented next. Concentrations obtained in the experiments from
releases from the two large nozzle sizes in the hood geometry
are presented in Fig. 7. The sampling time and location is also
given. For the 3.5 g/s release (100 mm nozzle), the lateral distri-
bution of concentration from FLACS predictions corresponds well
with experimental data both for 1.25 and 1.05 m elevations (see left
pictures in Fig. 7). However, the experimental jet axis concentration
is 23% whereas a value of more than 35% is predicted by FLACS. Also
the results for the 0.7 g/s release compare quite well with experi-
ment, while the concentrations resulting from the 0.14 g/s release
are somewhat under-predicted. However, the experimental results
for the 0.14 g/s case depict some peculiar behaviour (the concen-
trations remain almost constant between the sidewalls and the
centre-line). In the simulations, the grid resolution was 5 cm, i.e. the
slowest leak was resolved by a region 2 × 2 grid cells across. A result
of this is that there is no grid cell exactly on the central axis of the
jet. The 0.14 g/s and the 0.7 g/s were also resimulated for the hood

geometry with a finer grid resolution. The results are also presented
in Fig. 7. In this case, it can be seen that the lateral concentration
profiles are virtually unchanged. This may be attributed to a larger
plume width that is seen in this case and thus, the original grid res-
olution was likely sufficient in this case. One should also take into
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ig. 5. Experimental horizontal concentration distribution vs. FLACS predicted resu

ccount that the experimental recordings have many uncertain-
ies, as average concentrations will be approximated over a certain
olume. This may also lead to deviations between predictions and
bservations in some cases.

The comparison of lateral concentrations resulting from releases
rom the 21 mm nozzle into the hood shows good correlation for
he 3 g/s release, whereas the concentrations for the 0.15 g/s release
re somewhat too low in simulations. Again, the lowest release rate

as a much larger plume width in relation to simulations and the
oncentrations stay almost constant while a decay is seen in the
imulations. It is again a question whether a better grid resolution
cross the jet will be required for such low momentum releases
for high momentum jet releases our approach with one grid cell
releases from 100 and 21 mm nozzle in the FZK workshop geometry (plate only).

covering the leak seems to be sufficient, but for lower release veloc-
ities a finer grid may be required). This case was resimulated with a
finer grid resolution (three grid cells across the leak). However, the
change in the lateral concentration profile was insignificant (the
results are also shown in Fig. 7). Again, this may be explained by
the fact that the plume width is of the order of 30–40 cm in this
case and the original grid resolution was 2 cm. Further, it is seen
in general that the results are not changed significantly by using

a finer grid for the 21 mm nozzle as compared to the observation
for the 100 mm nozzle where a significant change was seen. One
of the reasons could be that the exit velocity here is 5 m/s instead
of 0.2 m/s. In Fig. 8, the experimental BOS picture with numerical
measurements added (21 mm nozzle, 3 g/s) for the hood geometry
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ig. 6. Comparison of experimental photograph/recording with FLACS predicted pl

s shown and compared to a predicted concentration profile. The
easured concentrations and shape of plume correspond well to

he predictions. In general, it can be seen that the shape of the plume
s different for the hood geometry as compared to the plate geom-
try. The concentrations quickly approach zero in case of the plate
eometry while significant concentration levels are maintained for
he hood geometry, especially near the sidewalls.

.2. Explosion

This section correlates experimental data and simulation pre-
ictions for overpressures obtained subsequent to ignition of
ispersed clouds. A number of explosion simulations were per-
ormed in which the realistic gas clouds were ignited during the
elease. The results of the dispersion simulations were dumped at
arious times to be used as starting point for explosion calcula-
ions. All scenarios were ignited in the middle of the horizontal
late while some scenarios were also ignited at a location that is
.63 m diagonally along the plate. As described above, a uniform
rid of 2.5 cm grid cell size was applied to ensure a sufficient grid
esolution inside the non-homogenous gas clouds. It must be noted
hat several of the explosion cases (0.7 and 3.5 g/s release rate for
he 100 mm nozzle and 3 and 6 g/s release rates for the 21 mm noz-
le, see Table 3) cannot be directly compared to the predictions
erformed with FLACS as experiments used flame accelerating
bstacles whose dimensions cannot easily be described in detail.
urther, for the experiments where these obstacles were not used,
he ignition points in the simulations were somewhat different
rom those in the experiments. Still the observed pressure levels
re comparable to those reported blind.

For the smallest release cases (0.14 g/s for the 100 mm nozzle
nd 0.15 g/s release rate for the 21 mm nozzle), very small values
f overpressures (1–3 mbar) were predicted. This agrees very well
ith the observed values of 0.5–1.5 mbar. Due to a different ignition
oint used in the experiments compared to the initial simulations
or the cases indicated above, we resimulated eight explosion tests
gain in order to be able to compare with experiments directly

ith the same ignition position and ignition time. Please note that

ll these simulations have been performed for realistic gas clouds
btained as a result of the hydrogen release. The calculated over-
ressures for the 0.7 g/s release rate for the 100 mm nozzle ranged
rom 4 to 6 mbar that again compares well with the observed values
hape and concentrations for release from 21 mm nozzle (3 g/s) towards plate.

of 2–4 mbar. The results for the other three cases are summarized
in Fig. 9. Here, two different ignition positions (0.8 and 1.2 m above
the release) were used. The results for the ignition position 0.8 m
above the release nozzle are presented first. In this case, the simu-
lated overpressures range from 5 to 15 mbar for the plate scenario
and 10–40 mbar for the hood scenario. This corresponds reasonably
well with the experimentally observed overpressures of 5–10 mbar
for the plate scenario and 10–50 mbar for the hood scenario. The
general pressure level (few mbar) is captured and the simulations
lie generally on the conservative side. The results for the ignition
position 1.2 m above the release location are also seen in Fig. 9. It
can be seen that three of the FLACS simulations give explosion pres-
sures of 5–30 mbar, which corresponds reasonably to the measured
pressures of 5–20 mbar. For one of the cases (100 mm nozzle, hood
geometry) for the higher ignition position, FLACS predicts a much
higher pressure (30–50 mbar) than is seen in experiment (10 mbar).
One possible reason for the general larger discrepancy with the
higher ignition position is the fact that the concentrations near the
ignition point are either quite rich (ER ∼ 1.7) or quite lean (ER ∼ 0.6)
depending on the nozzle diameter while they are near stoichiome-
try for all cases for the lower ignition position. The precision level of
the simulations is less for concentrations far away from stoichiom-
etry and the burning rate is rather too high (Lewis number effects
are quite dominant for concentrations far away from stoichiome-
try and they are only implemented approximately). However, the
simulations lie on the conservative side and bound all the scenarios
(this is very important for risk studies). Also, same trends are seen
when comparing simulated and observed overpressure values.

The results of the comparison of explosion pressures between
experiments and simulations are encouraging. It can be concluded
that simulated explosion pressures when igniting releases cor-
respond reasonably well to the experimental observations. This
points to the ability of FLACS to model the combined phenomenon
of dispersion and direct ignition of non-homogeneous clouds with
jet-induced turbulence.

4.3. Equivalent stoichiometric gas cloud (Q9) representation
To get an indication of expected explosion severity following a
release, it can be more useful to consider the flammable volume as
function of time (Q0) and also the FLACS estimated equivalent stoi-
chiometric gas cloud (Q9). The equivalent stoichiometric gas cloud
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Fig. 7. Comparison of experimental and predicted horizontal concent

oncept has been developed through our work towards quantita-
ive risk assessment (QRA) for oil and gas applications. Herein, the
ispersed gas clouds with non-homogenous distribution of gas and
urbulence from jet are normally replaced by smaller equivalent
toichiometric gas clouds, Q9 [22]. Q9 cloud is a scaling of the non-
omogeneous gas cloud to a smaller stoichiometric gas cloud that is
xpected to give similar explosion loads as the original cloud (pro-

ided conservative shape and position of cloud, and conservative
gnition point). It is defined as Q9 = ∑

V × BV × E/(BV × E)max.
ere, V is the flammable volume, BV is the laminar burning velocity

corrected for flame wrinkling/Lewis number effects), E is volume
xpansion caused by burning at constant pressure in air, and the
distribution for releases in the workshop geometry (hood geometry).

summation is over all control volumes. The justification behind
the applicability of the above concept is the fact that the combus-
tion overpressures are broadly dependent on two main parameters,
i.e. expansion and reactivity. Therefore, the potential overpressure
contribution of the gas cloud of a given concentration can be evalu-
ated by scaling these two parameters with respect to the maximum
values (both these parameters go through a maximum as a func-

tion of concentration). As a practical guideline, it is recommended
to choose the shape of the cloud that will give maximum travel
distance from ignition to end of cloud for smaller clouds. For larger
clouds, end ignition scenarios with longer flame travel should also
be investigated. The Q9 concept is not meant to “bound” single
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ig. 8. Comparison of experimental photograph/recording with FLACS predicted plu

cenarios (for instance where experiments exist). This concept is
seful for QRA studies with many simulations, and has been found
o work reasonably well for safety studies involving natural gas
eleases in the Phase3B experiments performed at the Spadeadam
est site [22]. The explosion loads are expressed as a function of
loud sizes and this approach can significantly reduce the number

f dispersion and explosion calculations required to analyse the
isk. Jet-induced turbulence should be considered if thought to be
mportant. For a scenario of high confinement or a scenario where
ery high flame speeds are expected (not relevant in this case), only

ig. 9. FZK experimental overpressures compared with FLACS simulated explosion
verpressures of ignited jets for ignition location along the jet axis 0.8 m from release
ozzle (top) and 1.2 m (bottom) from release nozzle.
ape and concentrations for release from 21 mm nozzle (3 g/s) in the hood geometry.

expansion based weighting should be used. As one of the goals of
this study is to develop corresponding risk assessment methods for
hydrogen systems, we have investigated the applicability of this
concept to the present system. More details are given below.

The size of the equivalent stoichiometric gas cloud as a function
of time for the two scenarios shown in Figs. 6 and 8 is presented in
the left plot of Fig. 10, where it can be seen that the hood geome-
try presents a greater risk as expected. In the right plot in Fig. 10,
the maximum experimental pressures predicted by simulations for
all different scenarios (plate and hood geometry) are summarized
as a function of an “equivalent” stoichiometric gas cloud size Q9.
The figure also includes a table containing the conditions of the
performed simulations supporting the right plot in Fig. 10. The
overpressure that is reported here is the maximum overpressure at
a set of 30 monitor points (details are given in Section 3). This figure
only includes blind simulations carried out prior to the experiments
for two different ignition positions: center and edge. Three differ-
ent ignition times were used for each dispersion scenario (chosen
based on the time of maximum value of Q9) in order to obtain the
“worst-case” explosion pressure (4 mm nozzle size was not consid-
ered since the gas cloud sizes were very insignificant). Even though
these ignition positions and times did not have any direct corre-
lation with those used in the experiments, the goal with this part
of the study was to obtain worst-case overpressures and evalu-
ate how they correlated with the gas cloud size. For the plate only
geometry it can be seen that the maximum pressure is 40 mbar;
however, the majority of predicted explosion pressures are in the
range 0–20 mbar. Further, it must be pointed out that even if a
pressure of 40 mbar was reported in the worst-case, the highest
pressure was due to a short local initial pressure transient in con-
nection to ignition, and the main pressure level is rather 20 mbar
than 40 mbar. In the hood geometry, the maximum predicted pres-
sure level reached 80 mbar, but most of the explosions produced
pressures in the range 20–40 mbar (some were below 10 mbar). The
lines indicate reference calculations using homogeneous stoichio-
metric gas clouds. In this plot, the solid line indicates the pressure
level found in quiescent explosion scenarios with a conservative
cloud location and ignition point (rectangular stoichiometric cloud

located centrally towards the plate with ignition centrally on plate,
but turbulence from jet ignored) for the hood geometry while the
dashed line indicates the corresponding pressure level for the plate
geometry. The reference calculations were performed using three
gas cloud sizes: 13, 63 and 500 L.
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ig. 10. (Left) Equivalent stoichiometric gas cloud as a function of time for the 21 m
lind predicted overpressures in hood (solid) and plate (dashed) configurations as
eference calculations with homogenous stoichiometric gas clouds are included. A

The plot shown in Fig. 10 supports the methodology of igniting
dealized stoichiometric clouds to indicate the expected overpres-
ure level. For the plate situation, the “dashed” line corresponds
ell with the simulated realistic pressures. However, for the hood

ituation one of the simulated explosions gives 30% higher pressure
han the solid curve, but still the “solid” curve gives a representative
ressure level for the situation with the hood. This can be explained
y the fact that jet-induced turbulence is neglected while refer-
nce results using equivalent stoichiometric clouds are obtained.
n some cases, jet-induced turbulence can cause the overpressures
o go up by a factor of 2–3. Findings like those shown above are
mportant for the development of risk assessment methods, as it
s unrealistic to simulate 1000 s of ignition locations (variations in
ime and ignition location for a range of dispersion calculations).
f the output from the dispersion calculations can be sorted into
ifferent homogenous cloud sizes based on the FLACS Q9 param-
ter, this can reduce required number of explosion simulations by
rders of magnitude.

. Conclusions

A number of CFD simulations of selected scenarios of impinging
et gas dispersion and subsequent gas explosion were performed

ith FLACS as predictions of experiments that were performed by
ZK. Based on the comparison between observations and predic-

ions, the following conclusions can be made:

. In general the prediction of various scenarios of hydrogen release
and dispersion were in good agreement with the results of the
FZK experiments. Both the lateral and the vertical concentration
lease scenarios (3 g/s) for the plate and hood geometries (see Figs. 6 and 8). (Right)
tion of estimated Q9 equivalent cloud size (FLACS QRA-method) for ignited leaks.
showing the conditions of the performed simulations is also included.

profiles were compared with the experiments. The best predic-
tions were obtained for the high momentum releases (21 mm
nozzle) whereas somewhat lower precision was obtained for
the low momentum release scenarios with 100 mm nozzle.
However, the calculations were performed in a typical risk
assessment project setting, in which many CFD calculations
were simulated quickly (within 1–2 weeks). Nonetheless, the
agreement between simulations and experiments is better than
expected.

2. The explosion overpressures for the lowest release rates for
both nozzles were very small (less than 5 mbar). These were
predicted well by the blind simulations. The ignition points in
several of the explosion scenarios used in the initial blind simu-
lations deviated from those eventually chosen in the subsequent
FZK experiments. Hence, no direct comparison of the simulated
and actual explosion developments could be performed. After
the experiments some ignition cases were resimulated with the
same ignition locations that were used in the experiment, and
for seven out of eight examples the simulated overpressures
corresponded well to the experimental observations.

3. Post-calculations with a better grid were carried out for low
momentum releases where the grid resolution could be insuffi-
cient in the blind calculations. Somewhat better agreement was
seen for the 0.14 g/s case for the 100 mm nozzle but no change
was seen for most of the cases, especially for the hood geometry.
Thus, the grid resolution used in the initial study was sufficient
in most cases.
4. The explosion pressures predicted by FLACS before the experi-
ments were quite similar to those obtained in the experiments,
both for ignition of non-homogeneous clouds during releases,
but equally importantly, the explosion pressures from the esti-
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mated equivalent gas clouds (Q9-method) also corresponded
well with the observations in the experiments. Thus, our risk
assessment approach, in which the reactivity of the dispersed
cloud is translated into an equivalent stoichiometric smaller
cloud size (without initial turbulence, but with conservative
cloud position and shape, and ignition location), gives a good
indication of expected overpressures.

It seems justified to conclude that the results reported in this
aper gives further support to the view that available advanced CFD
ools are in fact able to simulate combined scenarios of release of
ombustible gas, entrainment by air, and subsequent gas explosion.
alidation of the computational tools against good experiments

s crucial. Published experimental data from experiments of the
ind conducted by FZK are very scarce, and therefore the avail-
bility of these data in the present investigation was decisive.
owever, the scale of the FZK experiments is comparatively small in

elation to large industrial scales, and the resulting explosions cor-
espondingly less severe. Hence, any future possibility of validating
dvanced computational tools like FLACS against results from this
ype of combined experiments in lager scales should indeed be
elcomed.
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